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Abstract

Based on the theory of fractional differential equations, this paper proposes a simple recursive, iterative scheme
for power flow calculation in pure radial networks. The paper determines the network hierarchy formed by the
ADT stack through breadth theory. This helps us define the branch sequence of the forward and backward
generation in the power flow calculation of the smart distribution network. We ensure that the Jacobian matrix
remains unchanged in the smart distribution grid power flow calculation. The interval model is more practical
and computationally simpler than the point model. The research results show that the power flow calculation
method is efficient based on the fractional differential equation.
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1. Introduction
Newton's method is a common method for performing power flow calculations. The
convergence and robustness of Newton's method have been unsatisfactory when the system
load is heavy [1].
The optimal multiplier method is considered a relatively successful algorithm for solving ill-
conditioned power flow problems. The optimal multiplier method combines the calculation of
the optimal multiplier with the conventional Newton's method to make the algorithm's
convergence controllable [2]. However, this method does not overcome the problem of
sensitivity to the initial value. Some scholars have proposed a load flow algorithm for load
model admittance of heavy-load nodes. They replace reactive loads with ground admittance at
heavily loaded nodes. This method changes the minimum norm eigenvalue of the Jacobian
matrix near the critical point. At the same time, this method can better solve the convergence
problem of heavy-load ill-conditioned power flow. However, due to the impedance
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transformation of the load, the convergence result is a certain distance from the initial load
condition.
The results obtained by this algorithm can only be regarded as approximate solutions. Some
scholars have proposed two different parameterization methods to solve the ill-conditioned
trend [3]. These two methods make the power flow calculation converge at the critical point
by shifting the singular point of the Jacobian correction matrix. But its calculation accuracy is
low, and the calculation time is relatively long. Some scholars have conducted in-depth
research on the convergence of the tensor method for solving nonlinear equations. Some
scholars have introduced two methods for solving the power flow equation based on the
tensor method. But it is only applicable to the case where the tensor equation has zero roots
and the case where Cartesian coordinates represent the power flow equation. Some scholars
have compared the optimal multiplier method for Cartesian and polar coordinates. They
believe that the optimal multiplier method in polar coordinates can solve the power flow
problem better.
The optimal multiplier method is the same as some load flow algorithms that preserve
nonlinearity. These algorithms all make use of higher-order information about the step size.
Therefore, the above algorithm has better convergence than Newton's method, which only
retains the first-order term. The optimal multiplier method obtains the Newton direction by
performing a Newton iteration [4]. Then find the best step size. The step size is restricted to
search only in the Newtonian direction. When the Jacobian matrix of the modified equation is
singular or close to singular, the optimal multiplier method is very unreliable because the
Newton step size or Newton direction cannot be obtained. Its iterations are also non-
convergent. In this paper, two new methods based on the tensor method to solve the power
flow of the power system are proposed. Method 1 is a power flow calculation method for
obtaining a tensor correction amount based on the least-squares method. Method 2 is a power
flow calculation method based on the direct tensor method in polar coordinates. The
calculation results of several examples show that the method in this paper is effective.

2. Tensor Model
( )J x tensor is a generalization of a vector: the derivative of a scalar concerning a

multidimensional variable is a tensor of order 1 (usually a vector). The derivative of a vector
concerning a multidimensional variable forms a tensor of order 2. The usual Jacobian matrix
A is a tensor of order 2. A rank 2 tensor is derived from a multidimensional variable to form a
rank 3 tensor T . By analogy, we can obtain the n dimensional r rank tensor. Accordingly, it
has rn components. make

( ) 0g x  (1)
Equation (1) is a nonlinear equation system. The incremental ( )d k for the k iteration can be
obtained by solving the following system of linear equations:

( ) ( ) ( )( ) ( )k k kJ x d g x  (2)
Where ( )( )kJ x is the Jacobian matrix at the current point ( )kx . And then we get ( 1)kx  as

( 1) ( ) ( )k k kx x d   . The m dimensional tensor T of order 3 can be derived from the vector
( )g x twice concerning the variable x . After T is obtained, ( ) / 2Td Td can be regarded as a

quadratic term about d . Solving nonlinear equations based on formula (2) is called the tensor
method. The main difficulty of the tensor method is how to calculate the quadratic term.
There are 2 ways to calculate the quadratic term: the interpolation method and the direct
method [5]. The interpolation method does not directly solve the quadratic differential of the
function but obtains the quadratic term employing interpolation. Another way is to get the



Applied Mathematics and Nonlinear Sciences 8(1) (2023) 1037-1044 1039

quadratic term by directly solving the quadratic differential of the function. This article calls it
the direct method.

3. Power flow calculation method based on interpolation tensor method
The interpolation method is to uses the calculation results of several previous iterations. T is
obtained by interpolation, so that the corresponding increment can be obtained by formula (2).
If the Jacobian matrix ( )( )kJ x is not singular, we multiply both sides of equation (2) by

1T
is J

 , 1,2, ,i p  . We let T
i is d  , then the equation becomes

1 ( ) 1 2

1

1( ) ( ) 0
2

p
T k T
i i i k k

k

s J g x s J a  



   (3)

When the quadratic equation of equation (3) about i has real roots, we can obtain the real
roots i through equation (3). We refer to equation (2) or equation (3) as a tensor equation for
short. d is obtained from the following equation:

( ) 2

1

1( ) 0
2

p
k

k k
k

g x Jd a 


   (4)

If we use two-point interpolation, its accuracy is sufficient in many cases. 1,p  is a scalar.
It can be obtained by formula (4)

1 ( ) 21( ( ) )
2

kd J g x a   (5)

From formula (5), it can be seen that the increment d consists of two parts: the first part
1 ( )( )k

ad J g x  . It is Newton's correction and it is the main part of d . Part 2
1 2[( ) / 2]bd J a  is the tensor modifier. It is also a correction to ad . We assume that the

initial point is (0)x , and the implementation steps of the method when iterating at step k are
as follows:
1) Calculate the function value ( )( )kg x of the current point.
2) If the ( )( )kg x element with the largest amplitude satisfies the convergence accuracy
condition, the algorithm ends.
3) Calculate the Jacobian matrix ( )( )kJ x of the current point.
4) We solve for Newton's correction 1 ( )( )k

ad J g x  .
5) If  has a real root in equation (3), solve  and get the tensor correction

1 2[1/(2 )]bd J a  . At this time, the total correction amount is a bd d d  . If equation (3)
has no real root, we use Newton's correction ad d .
The above basic algorithm requires that the expression (3) is a quadratic equation of one
variable with respect to i with real roots. Equation ( )( ) 0kg x d  in equation (2) has real
roots with respect to i . The tensor correction cannot be obtained when it has no real roots,
so we use a simple Newton correction [6]. When the quadratic equation of one variable about

( )( ) 0kg x d  has no real roots i , it just means that the tensor correction cannot be obtained
directly from the tensor equation. But we can turn it into a least-squares problem concerning
d . We solve md R such that ( )

2|| ( ) ||kg x d is minimal. At this point, we can find an
approximate tensor correction. Its least squares problem can be expressed as

( )
2min || ( ) ||

n

k

d R
Qg x d


 .
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Where Q is an orthogonal matrix of n n . 1 1/ 2[ ( ) ] ,
T

T T T n p
T

U
Q U J S S J J S R S

Z
    

   
 

 is

a matrix of n p . Each column is , 1,2, ,is i p L . ( )n n pZ R   is a set of the orthonormal
basis for the space spanned by the columns of matrix TJ S .
If remember 1 ( ) 2[ ( ) ], , ( ) ( ) ( ) / 2T T T T T k T TW S J J S S d q S J g x S J A          . 2 Each
element in is the square of the corresponding element of  , then we have

( ) 2
( )

( )

1/ 2 1 ( ) 2

( )

1/ 2

( )

( ( ) / 2)
( )

( )

( ( ) / 2)
( )

( )
( )

T k
k

T k

T k

T k

T k

U g x Jd A
Qg x d

Z g x d

W S J g x Jd A
Z g x d

W q
Z g x d







 



  
    

  
  

 
  

(6)

For any pR  there is always nd R such that ( )( ) 0T kZ g x d  and TS d  . We get
that the least-squares problem on d is equivalent to the least-squares problem on F:

1
2

2min || ( ) ||
pR
W q







.

And because Q is an orthogonal matrix ( 1 TQ Q  ), we can derive from equation (6) to get
1 1
2( ) 2( )( ) ( )
0

k T W qg x d Q UW q 
  

   
  

(7)

We substitute equation (2) and the expression of U into equation (7) to get
( ) 2 11( ) ( )

2
k Tg x Jd A J SW q     (8)

So have
1 ( ) 2 11( ( ) ( ))

2
k Td J g x A J SW q       (9)

The first part of equation (9) is the Newton correction 1 ( )( )k
ad J g x  , and the second part

is the tensor correction: 1 2 11 ( ( ))
2

T
bd J A J SW q       .

So far we have obtained a new solution method for tensor correction. It has nothing to do with
whether the quadratic equation of equation (3) about i has real roots or not. We only require
that the Jacobian matrix J is non-singular [7]. This paper refers to the power flow algorithm
as method 1. We assume that the initial point is (0)x , and when the k iteration is performed,
the steps are as follows:
1) Calculate the function value ( )( )kg x of the current point.
2) If the ( )( )kg x element with the largest amplitude satisfies the convergence accuracy
condition, the algorithm ends.
3) Calculate the Jacobian matrix ( )( )kJ x of the current point.
4) Solve the Newton correction 1 ( )( )k

ad J g x  .
5) If the tensor equation of equation (3) has a real number solution, solve  to get the tensor
correction 1 2[1/(2 )]bd J a  . If equation (3) has no real solution, then we solve the least-
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squares problem about  to get  . Then we get the tensor method correction
1 2 1, ( ( )) / 2T

b bd d J A J SW q      .
6) Find the total correction amount, a bd d d  .

4. Power flow calculation based on the direct tensor method in polar coordinates
Regardless of whether it is the basic algorithm or method 1, we need to perform interpolation
calculation and corresponding ( )( )kg x d matrix calculation before calculating the tensor
correction amount [8]. The increased amount of calculation is relatively large. If we can avoid
this calculation, we can expect to achieve high convergence of iterations while obtaining
tensor corrections. Therefore, this paper proposes a method of quadratic differentiation of the
power flow equation in polar coordinates to obtain the quadratic term. In this way, the tensor
correction amount can be obtained. This paper calls this method the direct tensor method. It
can be known from equation (1) that if the quadratic differential of A can be obtained, then
equation (1) can be easily solved. Hence a bd d d  . ( ) / 2 ( ) / 2T T

a ad Td d Td where ad is the
Newton correction and bd is the tensor correction. When a bd d , the equation (1) equals 0

can be transformed into ( ) ( ) 1( ) ( )( ) 0
2

k k T
a b a ag x J x d d d Td    .

1 ( ) 1( ( )
2

k T
a b a ad d J g x d Td    .

We can rewrite it as
1 ( )

1 ( )

( )
1( )( )
2

k
a

k T
b a a

d J g x

d J x d Td





  



 

(10)

In the formula, (1) (2) (3) (1) (2) (3), , , , ,i i i i i iP P P Q Q Q      is the primary term, quadratic term, and
cubic term + quartic term of active power increment and reactive power increment concerning
voltage and angle increment, respectively [9]. And (1)

iP and (1)
iQ are Newton's increments.

( ) / 2Td Td is (2)
iP and (2)

iQ . It can be seen that the i term of ( ) / 2Td Td is
(2) 2

2

1cos cos ( )
2

1sin cos cos sin ( )
2

i i j ij ij i j ij ij ij
j i j i j i

i j ij ij i j ij ij ij i j ij ij ij i j ij ij ij
j i j i j i j i

P U U G U U G

U U B U U B U U B U U B

  

      

  

   

      

         

  

   
(11)

When the system is lightly loaded, ij is generally small, so cos 1,sin 0ij ij   can be

approximately considered. Therefore, the calculation of the quadratic term ( ) / 2Td Td of
equation (1) can be obtained by equation (10) or (11). We can calculate the tensor correction
amount by substituting the quadratic term ( ) / 2T

a ad Td calculated in equation (10) or (11) into
equation (10). In this paper, the power flow algorithm based on the direct tensor method is
called method 2. We assume that the initial point is (0)x . When step k is iterated, the steps
are as follows:
1) Calculate the function value ( )( )kg x of the current point.
2) If the ( )( )kg x element with the largest amplitude satisfies the convergence accuracy
condition, the algorithm ends.
3) Calculate the Jacobian matrix ( )( )kJ x of the current point.
4) Solve the Newton correction 1 ( )( )k

ad J g x  .
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5) We use equation (11) to solve the quadratic term ( ) / 2T
a ad Td of the light-load system. We

use equation (10) to solve the quadratic term ( ) / 2T
a ad Td of the overloaded system. Solution

tensor method correction 1 ( )( )( ) / 2k T
b a ad J x d Td  .

6) Calculate || || / || ||b bd d , a bd d d  when || || / || || ( 1)b bd d    ; otherwise ad d .
7) Assume ( 1) ( ) , 1k kx x d k k     and go to step 1) for loop iteration.

5. Calculation example and result analysis
We use C language programming. We use the above algorithm to calculate the power flow for
multiple systems on a computer with a CPU frequency of 2.0GHz and memory of 1G. Table 1
shows the system scale data of each example [10]. Calculation example 1 and calculation
example 2 are the New England and IEEE118 systems, respectively. Calculation examples 3-
6 use 39 and 118 node system networks of building systems, respectively. Example 7 is the
actual North China network system.

Table 1 Data from the test system
Exampl

es
Total number
of nodes

Total number of
branches

Examp
les

Total number
of nodes

Total number of
branches

Exampl
e 1 39 46

Examp
le 5 648 1147

Exampl
e 2 118 179

Examp
le 6 810 1434

Exampl
e 3 226 293

Examp
le 7 1923 2280

Exampl
e 4 324 573

Examp
les

Example 2 compares the iteration times and calculation time of the four methods when the
system is under normal load. N is the number of calculation iterations. In method 2, take 0.15.
It can be seen from Table 2 that the calculation time of the basic tensor method and method 1
is the longest under the rated load [11]. The computation time of method 1 is longer than that
of the basic tensor method. Mainly due to its use of optimization algorithms. The calculation
time of method 2 is due to directly solving the quadratic term. Its calculation time is the same
as Newton's method.
Table 2 Comparison of iteration number and computation time (rated load) for 4 methods

Test Newton's method Basic tensor method Method 1 Method 2
Example 1 3 0.061 2 0.11 2 0.122 2 0.47
Example 2 3 0.077 3 0.14 3 0.153 3 0.066
Example 3 4 0.147 3 0.151 3 0.179 3 0.104
Example 4 4 0.292 4 0.51 4 0.755 4 0.259
Example 5 4 0.527 4 1 4 1.12 4 0.539
Example 6 4 0.65 4 1.2 4 1.49 4 0.793
Example 7 4 0.949 4 1.421 4 1.97 4 0.955

Method 1 has the advantage of convergence. It can still converge when the basic tensor
method and Newton's method do not converge. The computation time of method 1 is longer
than that of the basic tensor method and Newton's method. Since the quadratic term can be
easily obtained directly, the convergence and convergence speed of method 2 is the best
among the four methods.
Tensor-based algorithms, including the basic tensor method, method 1, and method 2, all have
better convergence than Newton's method. However, the calculation amount of the basic
tensor method and method 1 is larger than that of the Newton method [12]. Compared with



Applied Mathematics and Nonlinear Sciences 8(1) (2023) 1037-1044 1043

the basic tensor method, the calculation amount of method 1 is larger. The tensor method is
similar to other nonlinear Newton methods that retain high valence, and they all require the
Newton direction. The difference is that the tensor method corrects the Newton direction. And
other Newton-like methods that retain higher-order nonlinear terms represented by the
optimal multiplier method. Only the Newton step size is optimized, and the Newton direction
is not changed. When the system load increases, the Jacobian matrix condition number of the
system worsens, making Newton's method and optimal multiplier method not convergent.

6. Conclusion
In this paper, two new methods of power flow calculation based on the tensor method are
proposed. Method 1 employs a least-squares optimization algorithm when the tensor equation
has no real solution. We obtain its corresponding tensor correction value so that the power
flow calculation based on the interpolation tensor method has better convergence. Method 2 is
a power flow calculation method called the direct tensor method in polar coordinates. The
convergence and calculation speed of power flow calculation are improved because the
quadratic term is easily taken into account. The calculation results of several examples show
that the two algorithms proposed in this paper are effective.
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