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Abstract
The economic benefit of enterprises is an effective index to measure the economic activities, which forms the basis and
starting point. Therefore, in this paper, the traditional analysis methods of enterprise in terms of economic benefits are
compared and based on its evaluation principles, the advantages, theory and realisation process of the kernel function in
enterprise economic benefits analysis are analysed. Then, different kernel functions are selected to analyse the total output
value, product sales rate, sales revenue, total profit and total profits after taxes of five enterprises, and their economic
benefits are evaluated by the cumulative contribution rate of principal components. Finally, the mixed kernel function
based on the combination of polynomial kernel function and Gaussian kernel function is used to optimise the analysis effect,
which is meant to help enterprise leaders make more scientific decisions and lay a foundation for the sound development
of enterprises.

Keywords: Kernel function, economic benefits of enterprises, cumulative contribution rate

1 Introduction

Enterprises are the pillars of the national economy, and their operating conditions are directly related to
the development of China’s national economy and the consolidation of the socialist system [1, 2]. The benefit
is the key to the survival and development of any enterprise. At present, for state-owned enterprises, only by
carrying out effective reforms can improve the economic benefits, strengthen the management, coordinate the
development and maximise the economic benefits in the face of fierce market competition. The economic benefit
is the soul of an enterprise and improving economic benefits remains the core issue of all economic management
activities [3]. With the deepening of the standardisation of financial information disclosure in numerous listed
companies under the post-financial crisis stage and the strengthening of financial management, more listed
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companies pay attention to the early warning of the impending financial crisis [4, 5]. Therefore, the prediction,
tracking, analysis and application with regard to an impending financial crisis with early warning information in
listed companies have become the focus of recent academic research.

The economic benefit analysis of enterprises can adopt specific methods such as statistics and mathematics,
and enterprises should decide according to the purpose of analysis, the characteristics of enterprises, and the
nature and content of data to be mastered. Traditional methods of enterprise economic benefit analysis include
comparative analysis, ratio analysis, trend analysis, proportion analysis and factor analysis [6–8]. However,
the disadvantages are that they are inaccurate and can neither reflect the internal relationship between financial
indicators nor can they analyse the prominent items reflected in the economic benefit indicators of enterprises.
When compared with the traditional principal component analysis, kernel function analysis usually involves
more evaluation indexes, where the first fitting process is essentially the development of orthogonal transforma-
tion in feature space, and the correlation calculation of principal components is completed [9, 10]. In addition,
it can be used to calculate nonlinear data so that some hidden and difficult-to-find internal relations among
indicators can be fully displayed, and the contribution rate of principal components is higher [11, 12]. But
among them, the selection and parameters of kernel functions have not been well solved [13]. Therefore, this
paper analyses the development of enterprises through the combination of different kernel functions, aiming at
accurately and completely reflecting the economic benefit indicators of enterprises, and providing a basis for the
follow-up financial analysis.

2 Traditional analysis methods of economic benefits of enterprise

2.1 Evaluation principle

From the angle of combining macro-economic benefits with micro-economic benefits, the economic ben-
efit of enterprise analysis is the management work of checking, examining and evaluating the formation and
realisation degree of economic benefits in the process of production and operation [14,15]. To realise the devel-
opment of diversified enterprises, a modern information system that can reflect the internal relations of economic
development must be established. Economic benefit analysis of enterprises can effectively, quickly, timely and
correctly correct wrong macroeconomic decisions. In a certain sense, it is a modern management means to pro-
vide information to decision-making departments at all levels, which is also an indispensable way of thinking
for enterprise development.

Among them, the most complicated and key problem is to use an objective and correct standard to make a
correct judgement on the evaluation of the economic benefits of enterprises. As shown in Figure 1, the establish-
ment of criteria for measuring the economic benefits of enterprises should proceed from the internal structure of
economic benefits, and make a scientific basis as the benchmark for evaluation.

In the analysis of economic benefits of enterprises, the objective reality and social benefits are deviated and
mutually restricted, which can be divided into the following four principles: the unity of use-value and value;
unity of enterprise economic benefits and social-economic benefits; unity of long-term economic benefits and
current economic benefits; unity of direct economic benefits and indirect economic benefits.

2.2 Analysis method

Through investigation and summary, as shown in Figure 2, there are four traditional analysis methods for
the economic benefits of enterprises [16, 17]:

(1) Factor analysis method

A variety of different factors will eventually have a comprehensive impact on the enterprise, and they
will become comprehensive influencing factors. These factors are not fixed and will be influenced by
external factors. By decomposing the influencing factors of a comprehensive economy, we can find out
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Fig. 1 Principles of enterprise economic benefit evaluation.

Fig. 2 Traditional economic benefit analysis method.

the specific factors that affect the completion of comprehensive indicators, and the responsibilities will be
divided.

(2) Ratio analysis method

Ratio analysis is essentially a special form of comparative analysis, which calculates the relative number
of indexes and analyses the economic phenomena. The commonly used ratio analysis methods include
correlation ratio analysis, composition ratio analysis and dynamic ratio analysis.

(3) Balance analysis method

The balance analysis method is an analysis method used to find out the interdependence among vari-
ous economic factors with a balanced relationship, and compare the actual balance relationship with the
planned balance relationship to determine the impact of changes in various economic factors on economic
indicators. By adopting this method, we can find the imbalance in the production and business activities
of enterprises, to take timely measures to organise a new balance, which ensures the sustained and stable
development of economic activities. The balance analysis method includes the balance average method,
full balance method and growth rate balance method.

(4) Linear programming method
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Fig. 3 Weakness of traditional economic benefit analysis methods.

How to make rational use of the existing resources of enterprises to obtain the greatest economic benefits
is the core issue of enterprise management decisions. Using linear programming for economic benefit
analysis is mainly a process of establishing a mathematical model according to relevant data and adopting
certain methods to solve the optimal scheme. The mathematical model of linear programming is divided
into two parts, namely, constraints and objective functions. The constraint condition refers to the condition
that a set of inequalities or equations reflect the relationship between limited resources and unknown
numbers and limit the range of unknown numbers. While the objective function refers to the best result
that can be achieved under certain conditions in the form of a certain function. However, there are some
weaknesses of traditional enterprise economic benefit analysis methods, as shown in Figure 3.

The traditional method determines the selection range of evaluation indexes, which makes the classi-
fication and division of evaluation indexes more difficult and cannot be directly selected and adopted.
Different evaluation criteria should be adopted for different evaluation indexes, and the process is compli-
cated; The analysis method is not unified, and the relationship among various economic indicators cannot
be clearly expressed; The evaluation accuracy is low and its error is large, which can’t clearly reflect the
contribution rate of each economic index of the enterprise.

3 Application base of the kernel function in economic benefit analysis of enterprise

When using a support vector machine for classification, regression and data analysis, the basis and premise
of obtaining better classification, approximation effect and principal component expression are being applied
to understand the ways and means to select and construct appropriate kernel functions and choose appropriate
parameters [18]. Therefore, it is necessary to research the theory and application of kernel function for better
and deeper research.

3.1 Advantages of kernel function

Application of kernel function is a method with an obvious dimension reduction effect. It does not operate
in the whole high-dimensional feature space, but in a relatively small linear subspace, and its dimension is
much smaller than that of the high-dimensional space, which has the following advantages in data analysis of
enterprise economic benefits [19]:

https://www.sciendo.com


Comparison of traditional analysis methods of enterprise in terms of economic benefits 303

(1) It abides by the principle of structural risk minimisation, and has a good operation effect;

(2) For different space requirements, selecting different kernel functions and parameters can change the nature
of feature space and the functions of various kernel functions;

(3) Kernel function method can simply reduce the dimension of vector space, thus solving the problem of
difficult operation and avoiding the phenomenon that the dimension is too high to be calculated;

(4) It does not need to know the specific function forms and parameters in nonlinearity, but only needs to
calculate the inner product.

(5) It is not easily interfered with by other factors, and even if the data is nonlinear, the implicit correlation
can be found.

3.2 The basic principle of kernel function

In the support vector machine classifier, we need to select function K(·, ·). In general, there exists a Hilbert
space, and this space H may be a finite or infinite-dimensional space. The selection of function K(·, ·) can also
be represented that a mapping Φ(·) needs to be selected to map the input space x where X resides to another
space H.

When we evaluate similarity, a mapping must be studied from the input space X = Rn to the Hilbert space.
When choosing different functions K(·, ·), or different mappings and their corresponding Hilbert Spaces, it is
equivalent to selecting different inner products, so the results will be different.

Assuming a mapping is:

Φ :
x1 = x1

2

x2 = x2
2 (1)

or

Φ(x) = Φ(x1, x2) =

(
x2

1
x2

2

)
(2)

At this time, the space mapped to Hilbert H is still two-dimensional.

K(x, x′) = (Φ(x),Φ(x′)) = x1
2x1

′2 + x2
2x2

′2 (3)

Therefore, the kernel function (kernel or positive definite kernel) lets X be a subset of Rn. A function K(x, x′)
defined on X ×X is called a kernel. If there exists a mapping from X to a Hilbert space H as follows:

Φ :
X → H
x 7→ Φ(x)

(4)

Then,

K(x, x′) = (Φ(x) ·Φ(x′)) (5)

where (·) represents the inner product of H.

3.3 Analysis Methods of economic benefits of enterprises

3.3.1 Selection of kernel function

In economic benefit analysis, it is not necessary to know the specific form of φ to make feature extraction,
which ultimately translates to solving Ki j = (φ(xi) ·φ(x j)). Therefore, different kernel functions may be selected
and different results may be obtained. Common kernel functions include:
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(1) Polynomial kernel: the common form is: K(x, y) = [s(x · y)+ c]d . The polynomial kernel function repre-
sents nonlinear feature mapping, which is one of the kernel functions commonly used in data
analysis.

(2) Gaussian kernel: K(x, y) = exp
(
−∥x−y∥2

2σ2

)
. Which is also the most commonly used kernel function in the

research of support vector machines.

(3) Exponential radial basis function: K(x, y) = exp
(
−∥x−y∥

2σ2

)
. When the problem is discontinuous, the

kernel function represented by it can be applied to generate a linear piecewise solution.

(4) Neural network core: K(x, y) = tanh[s(x · y)+ c]

In addition, there are some kernel functions, such as Fourier series kernel function, spline kernel function
and tensor product kernel function.

3.3.2 Nuclear principal component analysis

The analysis method mainly uses the idea of kernel function to increase the dimension of data, extracts the
eigenvalues and eigenvectors after inner product operation in the feature space, and then reduces the dimension
[20]. The specific steps are shown in Figure 4.

(1) After standardising the original index, input sample X to calculate the inner product of the selected kernel
function, thus obtaining the matrix K;

(2) Because obtaining ∑
n
i=1 xi = 0 is difficult, so we solve the matrix K̃, K̃ = K −AK −KA+AKA, where the

Ai j = 1/n;

(3) The eigenvalues λi and eigenvector Vi are calculated according to the main components of the matrix K̃
l ;

(4) Find the largest eigenvalue λm and eigenvector Vm;

(5) Calculate the contribution rate of the principal component, find out the first n principal components whose
cumulative contribution rate is greater than 85%, extract the principal components, write down the evalu-
ation function, and calculate the evaluation coefficient.

3.3.3 Steps of the algorithm

Assuming that n sample data vectors xk(k = 1,2, · · · ,n), xk ∈ Rp in the input space Rp, where xk ∈ Rp. The
covariance matrix is as follows:

C =
1
n

l

∑
j=1

x jxT
j (6)

For principal component analysis, by solving the characteristic equation λv = Cv, the eigenvalues can be
obtained with a larger contribution rate and the corresponding eigenvectors.

Fig. 4 Steps of kernel principal component analysis.
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The nonlinear mapping function φ is introduced, and the sample data vector xk(k = 1,2, · · · ,n) in the input
space Rp is transformed into the sample data vector φ(xk)(k = 1,2, · · · ,n) in the feature space F , and assume
that

n

∑
k=1

φ(xk) = 0 (7)

Then the covariance matrix in the feature space F is

C̄ =
1
n

l

∑
j=1

φ(x jφ
′(x j))

T (8)

Therefore, Principal Components Analysis (PCA) in the eigenspace F is the solution of the eigenvalue λ

and eigenvector V ∈ F in the eigen equation v = C̄v, and then there is

λ (φ(xk) · v) = φ(xk) ·C̄v,(k = 1,2, · · · ,n) (9)

Among them, v can be linearly represented by φ(xi), i = 1,2, · · · ,n, that is

v =
n

∑
i=1

αiφ(xi) (10)

Therefore

λ

n

∑
i=1

αi(φ(xk) ·φ(xi)) =
1
n

n

∑
i=1

αi

(
φ(xk) ·

n

∑
j=1

(φ(x j))

)
(φ(x j) ·φ(xi)) k = 1,2, · · · ,n (11)

Define kernel function as follows:

K(xi, x j) = φ(xi)φ(x j) (12)

Then

nλKα = K2
α (13)

nλα = Kα (14)

By solving the type, can get the characteristic value of λk, k = 1,2, · · · ,n and its corresponding eigenvectors
αk, k = 1,2, · · · ,n. Therefore, the space vector vk in F is vk = ∑

n
i=1 αk

i φ(xi).
For the choice of principal components, it is only necessary to calculate the projection of the test sample

data vector φ(x) onto the vector vk in F space

(vk ·φ(x)) =
n

∑
i=1

α
k
i (φ(xi) ·φ(x)) =

n

∑
i=1

α
k
i K(xi, x) (15)

And the comprehensive evaluation function of economic benefits can be defined as:

F(x) =
r

∑
k=1

n

∑
i=1

ωkα
k
i K(xi, x) (16)

where r satisfies ∑
r
i=1 αi/∑

n
i=1 αi ≥ 85%; ωk is the contribution rate of the corresponding k-th principal compo-

nent. If the parameters in the kernel function are properly selected as r = 1, i.e.

F(x) =
n

∑
i=1

ω1α
1
i K(xi, x) (17)

If ∑
n
i=1 xi = 0, the K needs to be replaced as K̃, that is K̃ = K −AK −KA+AKA, where Ai j = 1/n, i, j =

1,2, · · · ,n.
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4 Economic benefit evaluation and decision-making scheme

4.1 Evaluation indicators of basic conditions in enterprises

Profit index is an important evaluation index to evaluate the economic benefits and decision-making schemes
of enterprises. According to the internal relations of accounting elements, it can be found that total profit, product
sales revenue, total output value and overall sales rate are all important indicators to evaluate the economic
benefits and decision-making level of enterprises. As shown in Table 1, we select the relevant economic benefit
evaluation indexes of five enterprises in a certain area in 2020, analyse the main components of these indexes,
evaluate the overall economic benefits of the enterprises and provide correct suggestions for the management to
make more reasonable and scientific decisions.

4.2 Evaluation methods

As mentioned above, the kernel principal component analysis method is used to comprehensively evaluate
the economic benefits of enterprises:

(1) The indicators of economic benefits are converged, the possible negative values are directly converted into
positive indicators, and the original data are standardised by Matlab6.5 [21]:

x′i j =
xi j − x̄ j√

var(x j)
,(i = 1,2, · · · ,n; j = 1,2, · · · ,m) (18)

x̄ j =
1
n ∑

n
i=1 xi j (19)

var(x j) =
1

n−1 ∑
n
i=1(xi j − x̄ j)

2 (20)

The results of data processing are shown in Table 2.

(2) Select the appropriate kernel function for many times of trials and comparison according to this data.
In this paper, a variety of kernel functions are selected for comparison. Taking the polynomial kernel

Table 1 Evaluation index of economic benefits of enterprises.
Total output value Product Sales revenue Total profit Total profits and taxes

(ten thousand sales (ten thousand (ten thousand (ten thousand
Number yuan) rate (%) yuan) yuan) yuan)

A 1500 100.6 1172 25 67
B 1002 105.3 954 80 76
C 4890 83.9 2754 198 407
D 20,205 94.2 22082 1021 983
E 589 98.0 674 493 26

Table 2 Standardisation results of evaluation index data.
X1 Total output X2 Product X3 Sales X4 Total X5 Total profits

value (ten sales revenue (ten profit (ten and taxes (ten
Number thousand yuan) rate (%) thousand yuan) thousand yuan) thousand yuan)

A −0.267 0.642 −0.239 −0.593 −0.502
B 0.557 0.901 0.583 −0.237 −0.347
C −0.429 −1.290 −0.493 −0.320 −0.352
D 3.278 1.829 3.512 3.290 3.200
E −0.015 −0.483 −0.089 −0.072 −0.126
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function as an example, the matrix K is obtained as follows:

K =


5.728, 3.354, 5.702, 5.578, 5.575
3.351, 2.152 3.354, 3.245, 3.275
5.301, 3.357, 5.709, 5.584, 5.543
5.759, 3.294, 5.597, 5.487, 5.431
5.506, 3.321, 5.541, 5.430, 5.327


(3) Find the eigenvalue of matrix. K̃

n (n = 6). (i = 1,2, · · · ,6), that are λ1 = 1.127; λ1 = 0.063; λ1 = 0.003.

(4) Find the maximum eigenvalue, that is the maximum eigenvector under the condition of λmax = 1.127:

Vmax = (−0.432,−0.027,0.0785,−0.492,0.343)

(5) Then the evaluation function is F = 0.919F1, in which:

F1 =−0.432X1 −0.027X2 +0.785X3 −0.492X4 +0.343X5

4.3 Evaluation results

The contribution rate of each characteristic value under this analysis is shown in Table 3.
According to the nuclear principal component analysis method, after evaluating the actual operation of the

enterprise, it is found that the contribution rate of X1 total output value is the largest, which shows that the total
industrial output value occupies a major position in the enterprise operation. Among the five enterprises, the
total industrial output value of enterprise D ranks first, so it has an obvious effect on dimension reduction. The
ranking of economic benefits of enterprises is shown in Table 4.

It can be seen from Table 4 that enterprise D has the best economic benefit, and enterprise E has the lowest
economic benefit, which is positively related to its total output value and sales revenue. From the perspective
of the main components that affect the economic benefits, the total industrial output value is the most important
factor in the enterprise’s economic benefits. Therefore, to achieve high economic benefits, the total industrial
output value must be increased. While only the self-value of the products be improved, can we occupy a place
in the complicated market and really enhance the economic benefits of enterprises.

Table 3 The contribution rate of each characteristic value under polynomial kernel function.
X1 Total output value X2 Product X3 Sales revenue
(ten thousand yuan) sales rate (%) (ten thousand yuan)

Eigenvalue 1.127 0.063 0.003
Contribution rate 93.98% 4.75% 1.27%

Cumulative contribution rate 93.98% 98.73% 100%

Table 4 Ranking of Economic Benefits of Enterprises.
Enterprise number Evaluation coefficient Ranking

A 0.837 2
B −0.509 4
C −0.378 3
D 3.233 1
E −0.835 5
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5 Analysis of mixed kernel function on economic benefits of enterprises

When selecting kernel functions to solve data problems, one of the usual methods is to select different kernel
functions to find the kernel function with the smallest result error, which is called the effective kernel function;
The second is the kernel function given by many experiments the second way are selected in this paper.

5.1 Gaussian kernel function

When the Gaussian function is selected as the kernel function, the values in matrix K tend to be 1, and
the cumulative contribution rate of the first three principal components tends to be stable when σ is above 10
according to this data. As shown in Table 5, when σ = 50, the cumulative contribution rate of the first three
principal components is 87.82%.

Although this analysis method requires that the cumulative contribution rate should be higher than 85%,
compared with the polynomial kernel function, its first principal component contribution rate is as high as
93.98%. Therefore, the Gaussian function is not suitable for the evaluation data of the five enterprises selected
in this paper.

5.2 Neural network kernel function

When using the neural network kernel function, it is necessary to determine the values of s and c in the
formula. After many trial values, it is found that when s = 0.005 and c = 2, the eigenvalues are all positive, and
there is no correlation between the value of c and the eigenvalues. The cumulative contribution rates of the three
principal components are shown in Table 6.

Similarly, when the kernel function is selected as the neural network kernel function, the first two principal
components need to be selected to ensure that the cumulative contribution rate is higher than 85%. Compared
with the polynomial kernel function, the neural network kernel function whose first principal component contri-
bution rate is as high as 93.98%, is also not suitable for the enterprise data selected in this paper.

5.3 Mixed kernel function

The basic idea of the hybrid kernel method is that the combination of different kernels will have better
properties. Because polynomial kernel functions have good global and poor locality, while Gaussian kernel
functions have good locality and poor extrapolation ability, these two kernel functions can be mixed together to
form a new mixed kernel function as follows:

Kmix(x, y) = ω(s(x∗ y)+ c)ˆd +(1−ω)

(
exp
(
−∥x− y∥2

2σ2

))
(21)

Table 5 The contribution rate of enterprise economic benefit under Gaussian kernel function when σ = 50.
Eigenvalue Contribution rate Cumulative contribution rate

X1 0.286 45.65% 45.65%
X2 0.203 22.58% 68.23%
X3 0.128 19.59% 87.82%
X4 0.059 7.51% 95.33%
X5 0.012 4.67% 100%

Table 6 Contribution rate of enterprise economic benefit under neural network kernel function.
Eigenvalue Contribution rate Cumulative contribution rate

X1 0.016 52.38% 52.38%
X2 0.008 41.82% 94.20%
X3 0.001 5.80% 100%
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Table 7 Contribution rate of enterprise economic benefit under mixed kernel function.
Eigenvalue Contribution rate Cumulative contribution rate

X1 0.016 99.80 99.80%
X2 0.008 0.2% 100%

Among them, ω is the weight to adjust two kernel functions.
When polynomial kernel function and Gaussian kernel function are selected as the kernel function, the

Optimal solution of s, c, d, σ are s = 0.05, c = 0, d = 5, σ = 50. According to the Mathematical Programming
with Equilibrium Constraints (MPEC) model, the kernel parameters are optimised, that is ω = 0.8 [22]

Kmix(x,y) = 0.8(0.05∗ (x∗ y)+0)5 +(1−0.8)
(

exp
(
−∥x− y∥2

2∗502

))
(22)

The contribution rate of enterprise economic benefits obtained according to the mixed kernel function is
shown in Table 7.

When the mixed kernel function is selected, the contribution rate of the first principal component is 98.80,
which is higher than the 93.98% obtained from the polynomial kernel function, indicating that it is more appro-
priate to apply a mixed kernel function to this data than polynomial kernel function. Therefore, the application
of the kernel function mixed with polynomial kernel function and Gaussian kernel function to the economic
benefit analysis of enterprises is more effective than the application of a single kernel function.

6 Conclusion

This paper introduces and compares the traditional analysis methods of enterprise economic benefits, and
studies the application of mixed kernel function in enterprise economic benefits, where the economic benefits
of five enterprises are evaluated by nuclear principal component analysis. The analysis results show that the
total industrial output value is the most important factor in the economic benefits of enterprises. By comparing
the contribution rate of the first principal component, when the mixed kernel function is used, the contribution
rate of the first principal component is 98.80%, which is higher than 93.98% of the polynomial kernel function
and 87.82% of the Gaussian kernel function. It shows that the mixed kernel function proposed in this study has
higher accuracy and better effect in analysing and evaluating the economic benefits of enterprises, which can
provide a basis for the follow-up financial analysis.
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